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1. Introduction
Consider that there is a series of closely related

chemical reactions (denoted by an index i). Such a
series might comprise, for instance, a series of reac-
tions of the same reactants in several different
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solvents or it might be a series of reactions differing
only in a single substituent in one of the reactants.
Then we have a series of values of enthalpy changes
(∆Hi), entropy changes (∆Si), and free energy changes
(∆Gi) individually related by eq 1

If the Arrhenius equation and transition-state theory
hold, we also have a series of values of rate constants
(ki), preexponential factors (Ai), activation energies
(Ea,i), enthalpies of activation (∆Hi

q), and entropies
of activation (∆Si

q) individually related by eqs 2 and
3

in which kB, h, and R are Boltzmann’s, Planck’s, and
the gas constants, respectively, cθ is the concentration
in the standard state to which the activation param-
eters ∆Hq

i and ∆Sq
i are referred, and m is the

molecularity.
Sometimes, it is found that there is a linear

relationship between the logarithm of the preexpo-
nential factors and the activation energies, between
the enthalpies and entropies of activation, or between
the enthalpy and entropy changes of the series of
reactions, i.e.

or

in which R and â are constants. This behavior is
called the compensation effect or, more specifically,
enthalpy-entropy compensation.

As the quantity â in the above equations has the
dimension of temperature, it is often defined as the
isokinetic (or isoequilibrium) temperature and the
corresponding behavior is called an isokinetic (or
isoequilibrium) effect because it seems that at the
temperature â all the reactions in the series should
have the same rate (or equilibrium) constant accord-
ing to the following equations

and

The above empirical relationships were discovered
very early1 and have been rediscovered time and time
again in many different fields, often independently.
Sometimes different names such as the Barclay-
Butler rule,2a the Meyer-Neldel effect,2b the theta
rule,2c and the Smith-Topley effect2d were also used
for them. Because they lie outside the normal realm
of thermodynamics, they are often called extrather-
modynamic relationships. To date, these relation-
ships have been found in an extremely wide range
of fields such as micellization,3a Langmuir adsorption,3b

enantiomer separation,3c water sorption,3d gas chroma-
tography,3e liquid chromatography,3f solvation thermo-
dynamics,3g thermal transitions,3h solution extraction,3i

conformational equilibrium,3j ionic hydration,3k di-
electric relaxation,3l hydrogen bonding,3m crystal
melting,3n coordination chemistry,3o calixarene chem-
istry,3p cyclodextrin chemistry,3q crown ether chemis-
try,3r molecular capsules,3s van der Waals complexes,3t

protein chemistry,3u lipid chemistry,3v nucleic acid
chemistry,3w antibiotics dissociation,3x enzyme bind-
ing,3y and food chemistry.3z These relationships have
also been established for the reactions including
oxidation,4a thermal decomposition,4b thermal isomeri-
zation,4c hydrolysis,4d addition reaction,4e substitution
reaction,4f redox reaction,4g electron transfer,4h photol-
ysis,4i depolymerization,4j proton transfer,4k and
photoisomerization.4l

Although a number of good reviews are available
on these relationships, they are generally restricted
to certain specific fields, such as molecular recogni-
tion or heterogeneous catalysis.4 Also, because the
three relationships have been found in so many
seemingly unrelated fields, researchers in one field
often overlook the work done by those in other
disciplines. Thus, there remains a great deal of
controversy and misunderstanding concerning the
concepts and origins of the three relationships.

The primary aims of the present review are to
clarify the concepts of the isokinetic relationship,
isoequilibrium relationship, and compensation effect
and to summarize the theories on them. The main
concern is to make clear what is known, what is
unknown, what the facts are, and what the artifacts
are.

2. Relation and Difference between the Three
Concepts

Historically, the isokinetic (or isoequilibrium) re-
lationship and compensation effect were considered
to be synonymous or different names for the same
phenomenon. This is readily understandable because
it seems obvious that if eqs 4-6 hold, eqs 7-9 will
be correct, and vice versa.6 However, it will be shown
that this truism is misleading.

Table 1 lists the enthalpy and entropy changes of
a set of hypothetical chemical reactions. (Herein, it
should be emphasized these enthalpies and entropies
are supposed to be the true values and hence error-
free.) Plotting the enthalpy changes vs the entropy
changes gives a straight line as shown in Figure 1a.
Obviously, there is an excellent linear correlation
between the enthalpy and entropy changes and,
therefore, an excellent compensation effect. However,

∆Gi ) ∆Hi - T∆Si (1)

ki ) Ai exp(-Ea,i/RT) (2)

ki )
kBT

h
exp(∆Si

q

R )exp(- ∆Hi
q

RT )(cθ)1-m (3)

ln Ai ) R + Ea,i/Râ (4)

∆Hi
q ) R + â∆Si

q (5)

∆Hi ) R + â∆Si (6)

∆Gi(â) ) ∆Hi - â∆Si ) R (7)

ki(â) ) Ai exp(-Ea,i/Râ) ) exp(R) (8)

ki(â) )
kBâ
h

exp(∆Si
q

R )exp(-∆Hi
q

Râ )(cθ)1-m )

kBâ
h

exp(- R
Râ)(cθ)1-m (9)
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plotting the free energy changes vs the temperature
(Figure 1b) indicates that there is no temperature
such that all the equilibrium constants of the set of
reactions are close to each other, i.e., there is no
isoequilibrium effect at all. The same behavior was
also observed by Petersen,7a Agrawal,7b and others.7c,d

Table 2 lists the enthalpy and entropy changes of
another set of hypothetical chemical reactions. (Again,
these values are assumed to be error free.) Plotting
the free energy change changes vs the temperature
(Figure 2a) shows that there is a temperature at
which all the equilibrium constants of the set of
reactions are fairly close to each other, i.e., there is
an isoequilibrium effect. However, plotting the en-
thalpy vs the entropy (Figure 2b) indicates that the

correlation between them is rather poor, i.e., there
is no significant compensation effect. The same
behavior was also noticed by Hammett.5e

The above two examples demonstrate that the
compensation effect and isokinetic (or isoequilibrium)
effect are not necessarily synonymous, and the oc-
currence of one does not necessarily imply the occur-
rence of the other.

However, the above simple viewpoint has not been
well understood, which resulted in a lot of debates
in the past.8 As pointed out by Larsson et al.
recently,9a the compensation effect thus defined
should only mean that there is a linear relationship
between the logarithm of the preexponential factors
and the activation energies, between the enthalpies
and entropies of activation, or between the enthalpy
and entropy changes of a series of similar reactions.
On the other hand, the isokinetic (or isoequilibrium)
effect should be defined only by the existence of a
common intersection point of Arrhenius (or van’t
Hoff) lines describing the kinetics (or thermodynam-
ics) of a series of similar reactions. This viewpoint
was also earlier presented by Feizkhanov.9b

The difference between the compensation and
isokinetic (or isoequilibrium) effect stems from the
different statistical criteria that are used to decide
their existences. For the compensation effect, the
correlation coefficient of the linear plot is usually
used as a criterion to judge its existence. It is common
sense that the higher the correlation coefficient, the
better the compensation. However, for the isokinetic
(or isoequilibrium) effect, people usually base their
judgments on how close the reaction rates (or equi-

Figure 1. Enthalpy-entropy compensation plot (a) and
van’t Hoff plot (b) of a series of hypothetical chemical
reactions.

Table 1. Hypothetical Enthalpy and Entropy
Changes of a Series of Chemical Reactions

∆H (kJ/mol) ∆S (J/mol‚K)

68.8 288.3
53.7 239.1
62.7 269.6
71.1 299.3
55.5 248.1

Table 2. Hypothetical Enthalpy and Entropy
Changes of Another Series of Chemical Reactions

∆H (kJ/mol) ∆S (J/mol‚K)

-10.0 0.0
-5.0 150.0

-15.0 500.0
-8.0 700.0

-12.0 100.0

Figure 2. Enthalpy-entropy compensation plot (a) and
van’t Hoff plot (b) of another series of hypothetical chemical
reactions.
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librium constants) can be to each other at the
isokinetic (or isoequilibrium) temperature. Therefore,
eqs 4-6 leading to the compensation and eqs 7-9
leading to the isokinetic and isoequilibrium effect are
both only obeyed statistically and the two types of
statistical validities are not necessarily equivalent in
mathematics. In fact, the compensation effect and the
isokinetic (or isoequilibrium) effect might be equiva-
lent only when the correlation coefficient in the
compensation plot is exactly 1 or when the set of
similar reactions have strictly the same reaction rate
(or equilibrium constant) at a certain temperature,10

which however is rarely possible in the real experi-
ments. Furthermore, the superficial equivalency
between eqs 4-6 and eqs 7-9 is based on the
assumption of linear Arrhenius and van’t Hoff rela-
tionships, which are only approximations to the real
situations. This fact makes it more unlikely that the
compensation effect and the isokinetic (or isoequi-
librium) effect are equivalent to each other.

In summary, the compensation effect and isokinetic
(or isoequilibrium) can be different.

3. Statistical Examinations on the Three
Relationships

As the compensation and isokinetic (isoequilib-
rium) effects are empirical relationships generated
from statistical analyses, it is important to establish
certain statistical examinations to test the correct-
ness and significance of these relationships. However,
as the three relationships are not necessarily syn-
onymous, the establishment of the compensation
effect does not imply that the isokinetic (or isoequi-
librium) relationship is operative at the same time.
Likewise, the establishment of the isokinetic (or
isoequilibrium) relationship does not mean that the
compensation effect consequently exists.

3.1. Compensation Effect
According to the definition, if there is a linear

correlation between the logarithm of the preexpo-
nential factors and the activation energies, between
the enthalpies and entropies of activation, or between
the enthalpy and entropy changes of a series of
similar reactions, the compensation effect is true.
However, this definition is proposed based on the
assumption that the data used in the correlation are
error free. In real experiments, errors of the mea-
surements are unavoidable and the data used in the
correlation are the estimators of the corresponding
parameters. Therefore, it is possible that though the
true values of the parameters have no correlation,
their estimators have. This is the cause of the false
compensation.

3.1.1. Experimental Values Are Obtained from
Calorimetric Method

Usually the kinetic and thermodynamic param-
eters, namely, the enthalpy changes, entropy changes,
preexponential factors, activation energies, enthal-
pies of activation, and entropies of activation, can be
obtained via two methods. The first one is possible
only with thermodynamic parameters, which consist
of the determination of the enthalpy changes (∆H)
directly from calorimetry and combination with the
free energy changes (∆G) obtained from equilibrium
constants, measured at a single temperature. The
value of the entropy change (∆S) is obtained from the
equation

Sometimes the experimental errors in ∆G are smaller
or much smaller than errors in ∆H. Thus, regressions
in the coordinates ∆H vs ∆S, frequently used in the
literature, can be dangerous.

Table 3 lists the values of ∆H, ∆G, and ∆S of a set
of hypothetical reactions. Both the true values and
the experimental ones are given, in accordance with
the assumption that the experimental errors in ∆G
(herein, it is assumed to be 2%) are much smaller
than errors in ∆H (herein, it is assumed to be 25%).
Plotting the experimental enthalpies vs the experi-
mental entropies gives a straight line with an excel-
lent correlation coefficient (Figure 3a). However, it
is obvious from Figure 3b that the true enthalpies
and entropies have no correlation at all. The same
behavior was earlier noticed by Exner.11

Exner11 also suggested methods to avoid this
danger. According to him, the regression in the
coordinates ∆H vs ∆G should be employed to examine
the enthalpy-entropy relationship. However, though
this method is a correct statistical treatment, it is
not relevant to the definition of the compensation
effect. Table 4 gives the true values and experimental
values of ∆H, ∆G, and ∆S of another set of hypo-
thetical reactions. Again, it is assumed that the
experimental errors in ∆G (2%) are much smaller
than errors in ∆H (25%). In Figure 4a (for the
experimental values) and 4b (for the true values), the
plots of ∆H vs ∆S are shown, which both indicate an
excellent compensation. However, plot of ∆H vs ∆G
shows no correlation (Figure 4c). Therefore, plot of
∆H vs ∆G is not a correct method to examine the
compensation effect. The compensation effect can
occur when ∆G is approximately constant within
the reaction series while ∆H and ∆S vary signifi-
cantly.12 As shown later, this kind of compensation
is not a random phenomenon without any physical
meaning.

Table 3. True and Experimental Values of the Enthalpy, Entropy, and Free Energy Changes of a Series of
Chemical Reactions (T ) 300 K)

∆H (true) (kJ/mol) ∆H (exp.) (kJ/mol) ∆S (true) (J/mol‚K) ∆S (exp.) (J/mol‚K) ∆G (true) (kJ/mol) ∆G (exp.) (kJ/mol)

-80.0 -83.2 -206.3 -217.3 -18.1 -18.0
-80.2 -75.5 -206.7 -190.3 -18.2 -18.4
-80.1 -80.3 -206.0 -205.7 -18.3 -18.6
-80.3 -74.5 -206.3 -188.0 -18.4 -18.1
-80.3 -83.5 -206.0 -215.7 -18.5 -18.8

∆S ) (∆H - ∆G)/T (10)
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In fact, examination of the compensation effect here
is quite simple. In Figure 4a, the error bars of the
experimental enthalpies and entropies are shown.
From the error bars, it is obvious that the compensa-
tion in this case is correct. On the other hand, from
the error bars in Figure 3a, it is also obvious that
the compensation in that case is questionable. There-
fore, plotting ∆H vs ∆S with error bars is a simple,
clear, and correct method in the establishment of the
compensation effect from the experimental data
obtained via calorimetric measurements.

3.1.2. Experimental Values Are Obtained from Arrhenius
or van’t Hoff Plot

In many cases, the values of the kinetic or ther-
modynamic parameters cannot be measured directly.
Then they can be derived from a linear Arrhenius or
van’t Hoff plot. In 1962, Petersen et al.13 pointed out
that if the activation enthalpy (∆Hq) and entropy
(∆Sq) were measured for a series of reactions using
the same two temperatures T and T′ throughout the
series, the experimental error in ∆Sq (denoted as σ)
was directly proportional to the experimental error

in ∆Hq (denoted as δ), obeying the following equation

Thus, if the range of values of the true ∆Hq (or ∆Sq)
is not as large as that of the experimental error δ (or

Table 4. True and Experimental Values of the Enthalpy, Entropy, and Free Energy Changes of Another Series of
Chemical Reactions (T ) 300 K)

∆H (true) (kJ/mol) ∆H (exp.) (kJ/mol) ∆S (true) (J/mol‚K) ∆S (exp.) (J/mol‚K) ∆G (true) (kJ/mol) ∆G (exp.) (kJ/mol)

-100.0 -99.8 -272.7 -272.7 -18.2 -18.0
-120.0 -101.2 -340.0 -276.0 -18.0 -18.4
-140.0 -151.0 -406.0 -441.3 -18.2 -18.6
-160.0 -176.5 -473.3 -528.0 -18.0 -18.1
-180.0 -170.2 -539.3 -505.3 -18.2 -18.6

Figure 3. Compensation plot for the experimental (a) and
true (b) enthalpy and entropy changes of a series of
hypothetical chemical reactions.

Figure 4. Compensation plot for the experimental (a) and
true (b) enthalpy and entropy changes of a series of
hypothetical chemical reactions, and the enthalpy-free
energy plot (c) for the experimental and true enthalpy and
free energy changes.

σ ) 3T′ - T
2T′‚T ‚δ (11)
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σ), a plot of ∆Hq vs ∆Sq will be a straight line of slope
2T‚T′/(3T′ - T). Usually 2T‚T′/(3T′ - T) is ap-
proximately T, because T and T′ are usually not very
different. Thus, the observed enthalpy-entropy cor-
relation is simply a demonstration of the experimen-
tal error and hence misleading.

The finding is important and has been rediscovered
by many other scientists later, often independently.14

In the 1970s, Exner carefully examined the problem
in detail with advanced mathematical analyses.15 The
conclusion is basically the same as that of Petersen,
i.e., the uncertainty in the estimates of ∆H and ∆S
(or ∆Hq and ∆Sq or ln A and Ea) from a linear
Arrhenius or van’t Hoff plot are highly correlated. If
the uncertainty is large enough, the inherent impre-
cision of the data will lead to a false compensation.
Exner again suggested several methods for finding
a real compensation effect. However, these methods
are again irrelevant to the compensation effect as
mentioned above. In fact, these methods should be
applied to the isokinetic (or isoequilibrium) relation-
ship.

In 1999, Wirz et al. reported an interesting com-
pensation effect in the triplet-singlet intersystem
crossing of 1,3-cyclopentanediyl diradicals.16 Though
the Arrhenius parameters were found to be not
obeying the compensation relationship according to
Exner’s method, the 95% confidence regions of the
datum pairs (ln A and Ea) were found to be much
smaller than their total variation, which indicated
that the compensation was real. Herein, the 95%
confidence region is the region in the ln A - Ea plane
that the true values of the datum pair (ln A and Ea)
should be located in at a confidence level of >95%. It
can be drawn when the experimental error is known,
and usually the experimental errors in ln A and Ea
are correlated in such a way that the confidence
region is of an elliptical shape.17 Apparently, drawing
the confidence regions is based on the same idea as
drawing the error bars in Figure 3.

Another method to determine the existence of the
compensation effect from the data measured with the
Arrhenius or van’t Hoff approach was provided by
Alper and Gelb.18a In the method, it is assumed that
for each reaction i

Thus, at each temperature Tij

Taking R, â, and ∆Si as adjustable parameters, the
Levenberg-Marquardt algorithm was used to opti-
mize them by minimizing ø2

Herein, yij is the measured R ln Kij and Yij is the
calculated R ln Kij by eq 13. σij is the experimental
uncertainty in the measured value of R ln Kij. Since
â is calculated simultaneously with ∆Si, the pseudo-
compensation between enthalpy and entropy does not
affect the value of â. The absence of compensation

can be determined by the fact that (1) â ) 0 or the
uncertainty in â is sufficiently large that the ap-
propriate confidence interval about â encompasses 0
or (2) ø2 is much larger than the number of degrees
of freedom (∑Ni - n - 2). The method is strict in
statistics and has been applied to the compensation
in cyclodextrin complexation.18b However, in the
method it is assumed that the enthalpy and entropy
are temperature independent. Therefore, the uncer-
tainty in â can be large if it is far from the experi-
mental temperature range.

In summary, a mere observation of correlation
between the experimental ∆H and ∆S, ∆Hq and ∆Sq,
or ln A and Ea cannot, by itself, be taken as evidence
for the existence of the compensation effect. Explicitly
drawing the error bars (or confidence region) in the
correlation diagram is a simple, clear, and correct test
for the existence of the compensation effect.

3.2. Isokinetic Effect and Isoequilibrium Effect
As mentioned above, the isokinetic (or isoequilib-

rium) effect can be different from the compensation
effect. Therefore, the correlation between ∆H and ∆S,
∆Hq and ∆Sq, or ln A and Ea is not good evidence for
the existence of the isokinetic (or isoequilibrium)
relationship.

According to the definition, one way to find a real
isokinetic (or isoequilibrium) relationship is to over-
lay rate (or equilibrium) constant data for all the
reactions in the series of interest on a single Arrhe-
nius (or van’t Hoff) plot and look for a point of
common intersection among the best-fit lines. If no
point of common intersection exists within experi-
mental error, then an isokinetic (or isoequilibrium)
relationship cannot be said to hold for the series of
reactions.

Exner suggested a simple method to evaluate the
isokinetic relationship.15a,b It consisted of plotting the
logarithms of rate constants at two temperatures (T2
> T1) against each other according to the equation

A linear plot implies a valid isokinetic relationship.
From the graphically estimated slope b, the isokinetic
temperature â is readily obtained.

This method is correct in statistics but has the
shortcoming that it is only applicable to measure-
ments at two temperatures. Furthermore, Leffler has
pointed out the limitations of the method when two
interaction mechanisms are operative and, thus, the
extrathermodynamic relationship under this condi-
tion consists of two independent isokinetic effects.19

It was also criticized by Lumry and Rajender5d that
this correlation analysis exaggerated errors.

Exner has also given a stricter but more sophisti-
cated method to test the isokinetic relationship based
on least-squares fitting.15c-e In the method, linear
regressions of experimental Arrhenius plots are done
(i) individually for each reaction of the series and (ii)
under the isokinetic constraint that all regression

∆Hi ) R + â∆Si (12)

R ln Kij ) -∆Hi/Tij + ∆Si (13)

ø2 ) ∑
i
∑

j
(yij - Yij)

2/σij
2 (14)

log k2 ) a + b log k1 (15)

â ) T1T2(b - 1)/(bT2 - T1) (16)
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lines intersect at some temperature T ) â. As â is
not known a priori, the residual sum of squares is
calculated for trial values of â until the minimum,
S0, is found. This is compared to the residue sum of
squares that is obtained when a separate straight
line is fitted to the data of each reaction without any
restrictions, S00. The hypothesis of the isokinetic
relationship is simply to be accepted if S00 is larger
S0. More sophisticatedly, an F-statistic can be calcu-
lated to test the hypothesis of isokinetic relationship,
i.e., the null hypothesis H0: the true (error-free)
regression lines of all reactions intersect at one point,
according to the following equation

Here, the degrees of freedom of the unconstrained
regression (i) are f00 ) number of datum points - 2
and those associated with introducing constraint (ii)
are f0 ) number of reactions -2.

The above method is often called the Exner isoki-
netic method. Sometimes, it is also called the Linert-
Exner method, because Linert has significantly im-
proved the calculation procedure and the understand-
ability of the method.20 As the calculation procedure
is still complicated to some extent, the method has
been relatively little used.21 Also, as the common
intersection point is often calculated to lie well
outside the range of experimentally accessible tem-
peratures, the uncertainty in â obtained from this
method is very large. In 1973, Wold and Exner22

generalized the method to the cases when the activa-
tion parameters of the individual reaction series were
temperature dependent. Interestingly, it was found
that in some cases, enthalpy-entropy plots showed
a large apparent scatter despite a very good fit of the
isokinetic model to the experimental data.23 This is
another example showing that the isokinetic (or
isoequilibrium) effect is not equivalent to the com-
pensation effect.

In 1976, Krug et al.24 demonstrated that the linear
plots of enthalpy vs entropy did not necessarily imply
that a chemical phenomenon was responsible for the
observed correlation. It was found that the enthalpy
and entropy estimates were distributed by experi-
mental errors in elliptical probability regions that
were very elongated and appeared as lines. They
claimed that the compensation regression should be
of enthalpy estimates on free energy estimates evalu-
ated at the harmonic mean of the experimental
temperatures instead of enthalpy on entropy because
these parameters were not statistically correlated.
However, as mentioned above, the plot of enthalpy
vs free energy is only relevant to the problem of the
isokinetic (or isoequilibrium) relationship and not
applicable to the problem of enthalpy-entropy com-
pensation. Despite this fact, the so-called Krug-
Hunter-Grieger plot of ∆H vs ∆G was often used to
show the existence of the isokinetic (or isoequilib-
rium) effect due to its simplicity.25 Interestingly, in
1994, Gilli et al.26 claimed the existence of the
enthalpy-entropy compensation in drug-receptor
binding despite the fact that ∆H and ∆G for the

complete set of data were totally uncorrelated. This
again manifests the difference between the compen-
sation and isokinetic and isoequilibrium relation-
ships.

In addition to the above methods, there are several
others that have been proposed to check the existence
of an isokinetic or isoequilibrium relationship.27

However, the basic ideas in these methods are the
same as those mentioned above.

On the basis of the above methods, some authors
have examined the correctness of the isokinetic or
isoequilibrium relationships reported in the litera-
ture.24,28 Because most of them have not noticed the
difference between the compensation effect and the
isokinetic (or isoequilibrium) effect, they tended to
claim that most cases reported in the literature
corresponded to the false compensation, which caused
a great deal of controversy and debate in the litera-
ture.29 Fairly speaking, although some cases of the
compensation effect reported in the literature are
false, most observed compensation relationships are
correct. However, only a few cases reported in the
literature can be said to correspond to the isokinetic
(or isoequilibrium) effect, and the rest are only
examples of compensation.

In summary, an isokinetic or isoequilibrium rela-
tionship cannot be determined from the compensa-
tion plot. They should be defined only by the exist-
ence of a common intersection point of Arrhenius (or
van’t Hoff) lines describing the kinetics (or thermo-
dynamics) of a series of reactions.

4. Theories of the Three Relationships

4.1. Outline
One reason that the compensation effect and the

isokinetic (or isoequilibrium) effect are in a state of
great confusion is due to the general belief of the lack
of a theory connecting the experimental observations
with events at a molecular level.30 In fact, from the
very beginning of the study on the three relation-
ships, a large number of theories have been proposed
to explain them.

However, as most researchers did not recognize the
difference between the three relationships, they often
tried to establish models that could explain the three
simultaneously, which is unfortunately impossible in
principle. Furthermore, since the three relationships
were discovered in many seemingly unrelated fields,
often independently, theories proposed in one field
are usually poorly known to scientists in the other
fields.

Herein, theories on the three relationships are
reviewed in different categories, according to which
relationship the theory really addresses. Interest-
ingly, a lot of seemingly unrelated theories are found
based on the same ideas.

4.2. Pure Mathematical Explanations
Before we discuss the possible physical origins of

the three relationships, let us first review the theories
of the three relationships based on pure mathemati-
cal considerations of the kinetic or thermodynamic

F(f0, f00) ≈ (S00 - S0)/f0

S00/f00
(17)
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models that are used to treat the experimental data.
These theories are different from those of the false
compensation caused by the experimental errors
because they could still be applicable even if the
experimental data were free of error.

The first theory in this category regards the
compensation between the logarithm of the preex-
ponential factors and the activation energies as a
result of the linear relationship between Eyring’s
activation enthalpy and entropy.31 It was criticized
by Tudos and David,32 who showed that the theory
gave no additional or newer physical information on
the compensation effect.

The second mathematical explanation of the com-
pensation effect is quite amusing, i.e., the compensa-
tion is caused by the work habit of the kineticists.33

Simply speaking, too fast or too slow reactions are
generally difficult or even impossible to monitor.
Therefore, kineticists tend to selectively study the
reactions with modest reaction rates at normal tem-
perature, so that all the reported reaction rates in
logarithmic form usually fall inside a relatively small
range. However, the extent of the temperature de-
pendence of the reaction usually causes little trouble
for the kineticists, which means that the reported
preexponential factors and activation energies can
vary greatly. Thus, in the equation

ln k and RT vary much less significantly than ln A
and Ea. As a result, the compensation between ln A
and Ea is necessary. This interesting theory is dif-
ficult to object to. It also teaches that if the series of
reactions under study are not related in mechanism,
the discussion of the compensation effect might be
meaningless because the compensation relationship
is so easy to establish. However, when the series of
reactions are strongly similar in mechanism, the
observed compensation still requires a deeper expla-
nation rather than that mentioned above, i.e., why
these similar reactions, with similar reactions rates,
differ so much in their activation energies and
preexponential factors?

In 1981, starting with the equation

where k0 was the preexponential factor, E the activa-
tion energy, and c and r presumably constants,
Feizkhanov et al.34 through mathematical deductions
“obtained” the equation r ) 1/RT. Because at a given
temperature the parameter r was the same for any
reaction, the compensation effect described by eq 19
was argued to have no physical meaning and be
therefore scientifically worthless. This paper is prob-
lematic because the compensation effect described by
eq 19 requires that r and c be constants at the same
time. In fact, eq 19 can be directly generated from
the Arrhenius equation k ) k0 exp(-E/RT), where k
is the rate constant of the reaction. However, if r
equals 1/RT is a constant, c will equal ln k of each
reaction and is therefore NOT a constant within the
series of reactions. Thus, Feizkhanov’s argument is
unfortunately wrong.

Nevertheless, Feizkhanov’s argument was re-
proposed independently by several other authors,35

who again considered the compensation effect as a
mathematical consequence of the Arrhenius equa-
tion. Zsako, by citing the fact that the isokinetic
temperature could be higher or lower than the
temperature at which the reaction took place, criti-
cized this viewpoint.36

In 1991, Audouin and Verdu studied the compen-
sation effect in the thermal aging of polymers of
electrotechnical interest.37 It was shown that the
Arrhenius equation was usually not justified for the
overall kinetics. Numerical examples were given
demonstrating that the non-Arrhenian character of
the reaction could lead to the apparent compensation
effect between the preexponential factor and the
activation energy if the overall rate was deliberately
fitted into the Arrhenius equation. This viewpoint,
i.e., the compensation might be caused by the misuse
(usually unconscious by the researchers) of the
kinetic model, can be found in several other studies.38

In 1996, Antal et al.,39a by developing the thermal
lag model, suggested that the undetected thermal lag
might be the underlying cause of the compensation
effect observed in biomass pyrolysis. Later, Budru-
geac et al. also showed that the compensation might
be the consequence of using an overall rate equation
instead of the real complex rate equation.39b,c

In 1994, Vyazovkin and Linert studied in detail the
compensation effect found in the nonisothermal
decomposition of solids.40 They named the compensa-
tion caused by variation of (i) reaction model, (ii)
conversion, or (iii) hearing rate as a “false” isokinetic
relationship. However, since no statistical examina-
tion of the isokinetic relationship has been conducted
in these studies, the so-called “false” isokinetic rela-
tionship is better named as a “false” compensation
effect.

In 1997, Stepanov proposed another mathematical
explanation of the compensation effect.41 On the basis
of the assumption that k ) constant for 0 < T e T0,
k ) f(T) for T0 < T e T1, k ) A1 exp(-E1/RT) for T1
< T e T2, k ) A2 exp(-E2/RT) for T2 < T e T3, ...,
k ) An exp(-En/RT) for Tn < T,42 the following
equation was obtained

here C was constant. The compensation equation was
obtained if ln Ci ≈ ln Cj held for different reactions
of the same type, because it was argued that Tn

i did
not differ much from one another. This model is not
very convincing. In addition to the questionable
validity of the abrupt changes in the energy of
activation every few dozen degrees, the reason for ln
Ci ≈ ln Cj is far from clear.

In summary, the compensation relationship is not
difficult to establish because the work habit of the
kineticists and the misuse of the kinetic model can
cause compensation. Thus, not all of the observed
compensations require a physicochemical explana-
tion. Moreover, the change of the compensation
relationship to its mathematically equivalent form
cannot constitute a useful theory.

ln k ) ln A - Ea/RT (18)

ln k0 ) c + rE (19)
k ) C exp(En/RTn)exp(-En/RT) (20)
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4.3. Theories of Compensation Effect

4.3.1. Exact Compensation Is Impossible
Before we review the theories on the compensation

effect, it should be pointed out that the exact (or full)
enthalpy-entropy compensation does not embrace
the basic term and thus cannot extend to the overall
{G, H, S} of the formal components.

This conclusion can be drawn from the Benzinger’s
division of enthalpy and entropy. In 1971, Benzinger
et al.43a,b showed that the entropy changes in an
isothermal, isopiestic process were related through
the heat integral in such a way that

and

In eq 21, the first part of entropy was called the
motive entropy while the second part was called the
compensation entropy. Both parts of entropy are
positive definite values, and it can be seen that the
compensation entropy does not appear in the free
energy G or its changes. The same theory has also
been developed by several other authors.43c

Although many authors have raised objections to
Benzinger’s division of entropy in that such a separa-
tion might have no physical significance, Grunwald5v

proved that full enthalpy-entropy compensation was
a mirage based upon Benzinger’s entropy division.
From eqs 21 and 22, it can be seen that the thermal
excitation part of S fails to compensate for the
thermal-excitation part of H by a positive amount
equal to T-1∫S dT. For a reaction series, this portion
of entropy would be a difference of such portions
between reactants and products or between reactants
and transition states. In either case, since this
portion of entropy is nonzero, exact compensation is
impossible. The same idea can be found in Rhodes’s
paper based on quantum thermodynamics.44

4.3.2. Entropic and Energetic Aspects of Chemical
Bonding

Generally speaking, a stronger intermolecular in-
teraction or bonding (related to the enthalpy) will
lead to a greater reduction of the configurational
freedom and hence greater order of the system
(related to the entropy). This might be the cause of
the enthalpy-entropy compensation.

In 1969, Thorn45 tried to show the monotonicity of
relation between ∆S and ∆H by considering the
entropic and energetic aspects of chemical bonding.
It was proven that for a sequence of reactions order
f disorder, in which all the significant configurations
of the reactants in the sequence are sufficiently
equivalent and in which all the significant configura-
tions of the products in the sequence are sufficiently
equivalent, ∆S is a nondecreasing function of ∆H

such that a branch can occur at a low virtual
temperature with negative curvature and a branch
can occur at high virtual temperature with positive
curvature. The monotonic relationship was consid-
ered a reason for the linear compensation effect
observed for reactions involving organic compounds
with varying substituents. However, as the ∆S - ∆H
relationship shown in the study was often extremely
curved, the simple monotonicity cannot be satisfac-
torily used to explain the linear enthalpy-entropy
compensation.

Later, Stolov et al. studied the compensation effect
in the thermodynamics of conformational equilibria,
i.e., the enthalpy (∆H) and entropy (∆S) differences
of the conformers changed in the same direction when
going from one solvent to another.46 The explanation
of the compensation started from the following equa-
tion, which can be easily generated from statistical
thermodynamics

In eq 24, A and B are two conformers of a molecule,
Ir is the reduced inertia moment, and K is the force
constant for torsional vibrations. Thus, for the change
of ∆S with a solvent, one obtains

where K′ is the force constant in the second solvent
and Ir disappears because the reduced inertia mo-
ment of a molecule is a constant.

It was supposed that the dependence of the en-
thalpy upon a coordinate of the internal rotation
obeyed the following equation

Then

Thus, S had been correlated with H explicitly via K,
and finally it was obtained that

where m was the number of coordinates responsible
for the internal rotation process. This is a good
explanation of the enthalpy-entropy compensation
observed in a specific situation.

In the 1990s, William et al. studied in detail the
enthalpy-entropy compensation in weak intermo-
lecular interactions.47 The theory rooted in a general
curve for the monotonic dependence of the enthalpic
benefit on the entropic cost in a simple exothermic
bimolecular association as shown in Figure 5, which
could be easily generated from the Morse potential
of chemical bonding with statistical thermodynamics.5q

S(T) )
∫0

T
S(T′) dT′

T
+

∫0
T

Cp(T′) dT′
T

(21)

H(T) ) H(0) + ∫0
T

Cp(T′) dT′ (22)

G(T) ) H(0) - ∫0
T

S(T′) dT′ (23)

∆S ) SA - SB ) 1
2

R ln(IrA

IrB
‚
KB

KA
) (24)

∆∆S ) ∆S′ - ∆S ) 1
2

R ln(KA

KA′ ‚
KB′
KB

) (25)

H )
∆HAB

q

2
[1 - cos(nq)] (26)

KA ) ∂
2H
∂q2 |

q)0

)
∆HAB

q

2
n2 (27)

∆∆S
∆∆H

≈ R
2

m
∆Hq

(28)
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Experimental evidences from the associations in the
gas phase and from the monatomic sublimations were
shown to support the proposed relationship. Although
the dependence of association enthalpy on association
entropy is not linear, it was believed that this type
of monotonicity constituted the physical origin of the
enthalpy-entropy compensation observed in chem-
istry and biology. The systems that have been ad-
dressed included the binding of agonists versus
antagonists, the interaction of macrocycles with
neutral molecules, stacking of free bases and nucle-
otides, etc.

Fairly speaking, the compensation between the
association energy and association entropy (though
not strictly linear) is correct for the simple chemical
systems bounded by weak intermolecular interac-
tions. In fact, this effect has been proven by quantum
chemical calculations48 and by experimental observa-
tions on van der Waals molecules.3t However, it is
far from straightforward to use the ideas derived
from the study of the process of crystallization or gas-
phase association on the much more complicated
biochemical problems such as molecular recognition.
The primary reason is that in biochemical processes,
the solvation effect plays a very important role in
determining the enthalpy and entropy of the systems.
Though the solvent-solvent and solvent-solute in-
teractions are weak intermolecular interactions, their
mathematical consequences are not easy to predict.

In summary, the monotonic relationship between
the energy and entropy of the weakly bonded chemi-
cal systems is true. However, this fact might not fully
explain the compensation effect observed in chemis-
try and biology in general.

4.3.3. Compensation and Linear Free Energy Relationship

Both the compensation effect and the linear free
energy relationship are empirical relationships. How-
ever, the linear free energy relationship has been
understood much better, and the existence of linear
free energy relationship has almost been accepted as
an axiom in the textbooks. Therefore, people can ask

is it possible to explain the compensation effect from
the better-understood theories of linear free energy
relationship?

In 1955, Leffler49 studied the entropy requirements
of the Hammett relationship. He started with the
following well-known equation

where ∆∆Fq is the effect of a certain substituent on
the free energy of activation, ∆∆Fs is the effect of the
same substituent in an arbitrarily chosen standard
reaction, and F is a constant characteristic of the
reaction being correlated. Obviously, ∆∆Fs is inde-
pendent of temperature, but ∆∆Fq and F might be
not. Thus

If λ * 0

Therefore, ∆Hq is a linear function of ∆Sq. In other
words, the validity of the Hammett equation over a
range of temperature requires the compensation
relationship by thermodynamics. This idea was ech-
oed later by Palm, Exner, and others.50

However, the explanation that the compensation
effect is simply a result of the validity of the linear
free energy relationship at variable temperature is
not convincing. First, it is possible that the compen-
sation occurs while at the same time the linear free
energy relationship does not.51 On the other hand, it
was also shown that linear free energy relations are
sometimes valid without the simultaneous validity
of the compensation model.52 In fact, both the com-
pensation (eq 5) and linear free energy relationships
(eq 29) are only obeyed statistically, and hence, the
mathematical transformation from eq 29 to eq 5 may
be questionable. As shown in section 2 of this review,
any mathematical transformation of the statistically
valid equations can be dangerous in that the equiva-
lence it involves might be only superficial.

Moreover, if any theory of the compensation effect
based on the linear free energy relationship can be
said at a molecular level, it must involve an explana-
tion of the linear free energy relationship at a
molecular level. However, to date, the physical origin
of the linear free energy relationship is not fully clear
yet, i.e., why are free energies, which are composites
of two quantities with independent molecular expla-
nations, often correlated with one or two param-
eters?53 The difficulty of answering this question
arises from the tricky solvation enthalpy and entropy,
which are very difficult to calculate or to correlate,
either with another quantity or among themselves.

Figure 5. General form of the plot of the exothermicity
of association (∆H) A + B f A‚B as a function of the
entropic cost (∆S) at a temperature of 298 K. There is a
limit to the price in entropy to be paid (essentially due to
loss of 1 mol of translational and rotational freedom per
mole of A and B), and this limit is approached before
covalent bond strengths are reached. Weak interactions
(typical hydrogen-bond strengths) occupy a region lower
down the curve and closer to the origin. (Reprinted with
permission from ref 47f. Copyright 1996 American Chemi-
cal Society.)

∆∆Fq ) F∆∆Fs

∆∆F1
q ) ∆∆Hq - T1∆∆Sq (29)

∆∆F2
q ) ∆∆Hq - T2∆∆Sq (30)

∆∆Sq )
∆∆F1

q - ∆∆F2
q

T2 - T1
)

F1 - F2

T2 - T1
∆∆Fs ≡ λ∆∆Fs

(31)

∆∆Hq )
F1 + λT1

λ
∆∆Sq (32)
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Interestingly, Hepler54 conducted a series of theoreti-
cal studies relevant to the problem. He formally
partitioned the total free energy of an isodesmic
reaction into internal and external enthalpies and
entropies.

The internal terms represent pure substituent effects
in the gas phase, and external terms represent the
substituent effects due to the solvation. It was
suggested that the internal entropy could be ne-
glected, i.e., δ∆Sint ) 0 and that the external enthalpy
and entropy compensated each other, i.e.

If the above relations are correct, the observed δ∆G
in solution equals approximately δ∆Hint. This should
explain the success of the linear free energy relation-
ship: the experimental free energy in solution should
be very near to the theoretically much simpler
quantity, the enthalpy in the gas phase. This theory,
though criticized by some scientists,23,55 has been
successfully employed in several studies.56 Its impli-
cation is interesting, i.e., the explanation of the linear
free energy relationship might require the involve-
ment of enthalpy-entropy compensation.

Recently, Horvath et al.57 studied the enthalpy-
entropy compensation in liquid chromatography. On
the basis of the theory of group additivity, linear
exothermodynamic relationships were found between
thermodynamic quantities including enthalpy, en-
tropy, and free energy and the properties (n) of the
eluite, the eluent, or the stationary phase, which
typically read like

and

Consequently, the enthalpy-entropy compensation
was clear from itself. The theory is correct, as it has
experimental evidence. However, the application of
the theory to the generally observed compensation
effect in chemistry and biology seems limited, be-
cause a relationship like eq 35 or 36 is not frequently
found. Besides, as the validity of eqs 35-37 has not
been explained from the first principle, the theory is
not at a molecular level. As pointed out by Lumry,5r

the linear enthalpy-entropy compensation due to
additivity is deceptive in promising more than it
delivers, because its profundity goes no farther than
indicating that the members of a series share a single
source of additivity.

In summary, there is certainly some relation
between the linear free energy relationship and the
compensation effect. However, it is not clear which
one can be used to explain the other or if neither can.
Since both behaviors are empirical and have not been

fully explained, any theory merely based upon them
cannot be regarded as being at a molecular level.

4.3.4. Compensation Due to the Solvation Effect
Apparently no theory can anticipate at what tem-

perature a given experiment will be carried out.55

Therefore, it is hard to understand why the coefficient
â (sometimes called as “compensation temperature”)
in eq 4-6 is often found near the experimental
temperature. In fact, a number of authors prefer to
describe the compensation relationship with the
following equation instead of, for example, eq 6.

In this equation, the constant b is usually said to be
the “extent” to which the entropy compensates the
enthalpy and the “compensation temperature” is
usually not mentioned at all. (For example, see the
recent series of studies on the enthalpy-entropy
compensation in molecular recognitions by Inoue et
al.58)

Equation 38 has some advantages over eq 6 in
describing the compensation relationship. First, as
the compensation and isokinetic (or isoequilibrium)
effect can be different, the introduction of the “com-
pensation temperature” â in eq 6 is misleading.
Second, few enthalpies and entropies in the compen-
sation series are strictly temperature independent.
Hence, it is advisable or necessary to contain the
temperature information in the compensation model.
Third, eq 38 makes the explanation of the “compen-
sation temperature” unnecessary and the problem
raised above changes to a much simpler one, i.e., why
the experimental entropy often offsets the experi-
mental enthalpy to nearly 100%.

The first explanation of this problem was given by
Lumry et al.5d As his examples of enthalpy-entropy
compensation often corresponded to aqueous solution
reactions, he suggested that the compensation might
be a consequence of the properties of water. He
employed the idea of two phenomenological species
of water, and he supposed that reaction A f B was
coupled to a second reaction in which n water
molecules in state W1 underwent a transition to state
W2, i.e., n (H2O)W1 f n (H2O)W2. The overall enthalpy
and entropy changes for the reaction then became

and

It was suggested that in the range of 250-320 K,
which corresponded to the normal experimental
temperature, ∆GW1fW2 ≈ 0. Also, in many reactions
it was believed that n .1. Thus, the compensation
was easy to understand.

The above theory of enthalpy-entropy compensa-
tion is interesting and has been quoted or re-proposed
in many later studies.59 However, the theory is not
perfect in that it involves the use of a two-state
hydration model. Traditionally it was believed that
when hydrated, the structure of the water molecules

δ∆G ) δ∆Hint - Tδ∆Sint + δ∆Hext - Tδ∆Sext

(33)

δ∆Hext ) âextδ∆Sext (34)

∆H ) ahæ + bh (35)

∆S ) asæ + bs (36)

∆G ) agæ + bg (37)

∆Hi ) a + b(Ti∆Si) (38)

∆H ) ∆HAfB + n∆HW1fW2 (39)

∆S ) ∆SAfB + n∆SW1fW2 (40)
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in the near vicinity of the nonpolar solute will be
enhanced.60 This idea of “structure making” and
“structure breaking” was frequently employed in the
explanation of hydrophobicity.61 Sometimes the idea
was even overemphasized, resulting in the postula-
tion of the iceberg- or clathrate-like structures of the
hydrophobic hydration shell. However, this micro-
scopic picture of hydration was greatly challenged
recently. Neither the neutron scattering measure-
ments nor the computer simulations indicated any
evidence that the structure of the hydration water
close to a nonpolar group was more ordered than that
of water in the bulk.62 Thus, it seems that at least
eqs 39 and 40 are not fully correct. Furthermore,
since the compensation effect has been found in other
solvent systems, the idea that enthalpy-entropy
compensation is a ubiquitous property of water is not
exact.

Nevertheless, it is certain that there is some
relation between solvation and the compensation
effect.63 In fact, in the field of computational chem-
istry, theoreticists have found that the calculated
enthalpy and entropy of solvation often compensate
for each other. In 1988, Karplus et al. showed
theoretically that only averages over the solute-
solvent interaction energy contribute to the free
energy and that the solvent-solvent interaction
term, which contributes to the so-called cavity (sol-
vent reorganization) term to the energy, is canceled
exactly by a corresponding term in the entropy.64 In
fact, this viewpoint had been proposed before65 and
was re-proposed later by several other authors,66

especially Lee et al.67 Furthermore, in recent com-
puter simulations of solvation, more and more nu-
merical results were shown to support the idea.68

Unfortunately, the theory remains hardly known by
the chemists outside the field of computer simulation.
Apparently, although the physics involved in the
theory is straightforward, its mathematical form is
not friendly enough to the experimentalists.

Recently, Grunwald provided an interesting model
to explain the enthalpy-entropy compensation.5v,6

This theory, though based on the idea similar to that
mentioned above, is much easier to understand.
According to the theory, the enthalpy-entropy com-
pensation can be caused by two types of interactions,
i.e., solvent reorganization and molar shift.

The description of the solvent reorganization is
based on the idea of distinguishable subspecies of the
same compound in a solution. As theoretically
proven,70 in most liquid solutions, the solvent mol-
ecules that are adjacent to a solute molecule (denoted
as A\x) are distinguishable from those that reside
in the “bulk solvent” (denoted as A\a). Thus, for
example, in the solvation of gaseous X in liquid A (in
the absence of bonded complex formation), the quan-
tities of the two distinguishable subspecies A\x and
A\a will change. Consequently, two processes occur
during the solvation of X, i.e.

and

where n is the number of moles transferred from A\a
to A\x per mole of X(g)fX\a. Equation 41 is called
the nominal process, while eq 42, the environmental
process, describes the solvent reorganization. It can
be proven that the free energy change contributing
from the environmental process is zero, so that only
the nominal process accounts for the observed free
energy change associated with the solvation. On the
other hand, the enthalpy and entropy contributing
from the environmental process are usually nonzero
and in consequence must offset each other exactly.
If this portion of enthalpy and entropy is substantial
or even much larger than the free energy contributed
from the nominal process, a net enthalpy-entropy
compensation effect will be observed.

The theory of molar shift is also based on the idea
of distinguishable species or subspecies. For example,
1,2-dichloroethane is an equilibrium mixture of trans
and gauche forms. When the 1,2-dichloroethane
component is heated to a new equilibrium state, the
whole process can be viewed as occurring in two
parts. The first process is an isomolar one in which
the temperature is raised without a change in the
gauche/trans ratio. It causes a departure from equi-
librium. Then there is an isothermal process in which
the gauche/trans ratio returns to equilibrium but at
a new temperature. This isothermal process is a
molar shift. It can be proven that the change in free
energy contributing from the molar-shift part is zero.
Hence, for the molar-shift part, the enthalpy must
offset the entropy exactly. As a result, molar shift
causes compensation. Interestingly, the molar shift
can happen within the solvent molecules themselves.
As shown by Grunwald, in pure liquid water there
are at least two environmental isomers, W\4w and
W\5w.71 In W\4w, the water molecules interact with
four neighbors, while in W\5w, they have five neigh-
bors. It was thought that the addition of nonpolar
solutes could induce strong molar shifts in the water,
which could be used to explain the concept of hydro-
phobicity. Moreover, a molar shift can happen in the
host-guest complexation, if the complexed molecules
can exist in several distinguishable forms such as
“weakly bound” and “strongly bound” ones.

The above interesting theory is basically correct.
However, from the point of view of the present
authors, the theory could be unified into a more
general form. Herein, let us suppose that in a mixture
(not necessarily a solution) there are several species
(X1, X2, ..., XS), each of which exists in several
distinguishable subspecies (for example, Xi has the
subspecies Xi

1, Xi
2, ..., Xi

mi). Initially the system is in
a thermodynamic equilibrium and its enthalpy is

where nX i
j and hX i

j are the amount and partial molar
enthalpy of the species, respectively. On the other
hand, the thermodynamic quantities of the above
system can be written as a state function of nX1, nX2,
..., T, P, ..., where nX1 describes the composition of
the system and T, P, etc. describe the thermodynamic
condition of the system. Thus

H ) ∑
i)1

S

∑
j)1

mi

nX i
j hX i

j (43)

X(g) f X\a (41)

n A\a f n A\x (42)
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Interestingly, from the above two equations we can
do the following calculations

and

Herein, the calculation of ∂H/∂T can also be done on
∂H/∂P, etc. Similarly, we have

and

However, in the case of free energy, there is some
difference. Since initially the system is in equilibri-
um, the chemical potential of every subspecies of the
same species should be the same, i.e., µX i

1 ) µX i
2 ) ...

) µX i
mi ) µXi. Also, it is apparent that

and

Thus

and

In other words, the following portion of free energy
is zero

However, since in general hX i
1 * hX i

2 * ... * hX i
mi and

sX i
1 * sX i

2 * ... * sX i
mi, the corresponding portions of

enthalpy and entropy are generally not zero. Conse-
quently, they must offset each other exactly. As the
enthalpy, entropy, and free energy changes can be
written in integration forms such as

the above argument also holds for the total enthalpy,
entropy, and free energy changes. Thus, if the
compensated portion of enthalpy and entropy are
substantial, significant compensation will occur be-
tween the total enthalpy and entropy. Moreover, it
is noteworthy that exact compensation is not possible
according to the present theory. In eq 52, there is
always a portion of free energy that the compensation
cannot make disappear.

The above model, though similar with that of
Grunwald, describes the solvent reorganization and
molar shift in one form, i.e., redistribution of the
subspecies upon the change of the system. Since all
the subspecies of the same species are in equilibrium
before the change, the free energy change due to the
redistribution of the subspecies is zero. This consti-
tutes the origin of the compensation effect. To better
understand it, let us discuss a simple example, i.e.,
the solvation of gaseous X in liquid A at constant
temperature and pressure.

As mentioned above, in the solution the solvent
molecule A has two subspecies, A\a and A\x. Thus,
there are in total three subspecies in the solution,
i.e., A\a, A\x, and X\a (herein, the solution is
supposed to be very dilute so that solute-solute
interaction is negligible). Upon addition of an infini-
tesimal amount of X, the infinitesimal enthalpy,
entropy, and free energy change of the solution are

and

Obviously, there is a portion of enthalpy compensated
by the corresponding portion of entropy. Now, let us
consider the magnitudes of the portions. First, it
should be noted that dnA\a is always larger than
dnX\a, because the number of solvent molecules that
are adjacent to a solute molecule is always larger
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dH ) hA\adnA\a + nA\adhA\a + hA\xdnA\x +
nA\xdhA\x + hX\adnX\a + nX\adhX\a

) hA\adnA\a + hA\xdnA\x + hX\adnX\a

(Gibbs-Duhem)

) (hA\a - hA\x)dnA\a + hX\adnX\a

(dnA\a + dnA\x ) dnA ) 0) (55)

dS ) (sA\a - sA\x)dnA\a + sX\adnX\a (56)

dG ) (µA\a - µA\x)dnA\a + µX\adnX\a

) µX\adnX\a (µA\a ) µA\x) (57)
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than one. In water solution, the difference between
dnA\a and dnX\a can even be very large, because water
molecules are extremely small. Second, the magni-
tude of (hA\a - hA\x) can be significantly large. As
shown by Grunwald, (hA\a - hA\x) in water solution
was likely to be on the order of several kJ/mol.71

Thus, (hA\a - hA\x) might be comparable to or even
larger than hX\a, especially when the interaction
between the solvent and solute molecules is very
weak. In consequence, it is possible that (hA\a -
hA\x)dnA\a . hX\adnX\a. Similarly, it is also possible
that (sA\a - sA\x)dnA\a . sX\adnX\a. If they both
happen, the net effect will be enthalpy-entropy
compensation.

It should be mentioned that the above theory does
not rely on the details of the solvent-solvent and
solvent-solute interactions. Nor does it require the
solvent to be water, though in water solution the
compensation effect may emerge more easily. Fur-
thermore, according to the theory, the occurrence of
enthalpy-entropy compensation does not require any
necessary relationship between ∆G and ∆S or be-
tween ∆G and ∆H, which is in agreement with many
experimental observations.72

The only problem of the theory is that it is too
general. The fact that it does not rely on the details
of the interaction makes the theory unable to predict
or explain the enthalpy and entropy of a specific
reaction. For that purpose, computer simulation is
still necessary. Nevertheless, the theory has success-
fully explained the compensation, and it seems that
more and more scientists have begun to employ the
theory to interpret their observations.73 Besides, in
a recent paper, Qian et al. explained the enthalpy-
entropy compensation as a result of perturbation and
relaxation in thermodynamic systems.74 They divided
the thermodynamic quantities of a system into two
classes: one (including the chemical potential) was
only determined by the equilibrium distribution of
the system and the other (including the partial molar
entropy and enthalpy) was sensitive to the environ-
ment constraints. Obviously, the model is the same
as that of Grunwald.

In summary, the redistribution of the subspecies
can lead to enthalpy-entropy compensation. Most
observed compensations, especially those related to
aqueous solution and biochemical molecules, in which
no concrete relation could be found between the
entropy and free energy or between the enthalpy and
free energy, can be explained by this model.

4.3.5. Compensation in Heterogeneous Catalytic
Reactions

The extrathermodynamic relationship found in
heterogeneous catalysis is in a state of greater
confusion than that found in the solution phase or
biochemical reactions, because in this field both the
compensation effect and the isokinetic relationship
are frequently found. On the basis of statistical
examinations, it turns out that sometimes only one
relationship is correct, sometimes both, and some-
times neither. Herein, let us focus on the theories of
compensation.

The first group of theories concerning the compen-
sation effect in heterogeneous catalysis is purely

mathematical, i.e., the compensation effect is caused
by the use of “apparent” rather than “true” Arrhenius
parameters. As suggested by several authors,75,76 the
surface of the catalyst might actually be an array of
energetically different sites, with the property that
the catalytic reaction on a different group of sites
requires a different activation energy. The overall
rate constant is expressed by the summation

Thus, the composite reaction does not strictly obey
the Arrhenius equation. As seen in section 4.2, using
an overall rate equation instead of the real complex
rate equation could lead to a compensation relation-
ship. Needless to say, this type of compensation is
not interesting.

The second group of theories are based on the
argument expressed by Benson, “This compensation
is perhaps more easily understood in the language
of statistical mechanics, where we associate decreases
in enthalpy (exothermic changes) with “tighter” bind-
ing and consequently with less entropy (“freedom of
motion”)”.77 Obviously, the idea is similar to that
described in section 4.3.2. In the field of heteroge-
neous catalysis, this type of compensation is proposed
to occur between the adsorption enthalpy and en-
tropy, and this point of view can be found in works
as early as in the 1950s.78

In 1982, Conner offered a general explanation for
the compensation.79a From the fundamental statisti-
cal thermodynamics, he proposed that reduction of
the activation energy resulted in a narrower transi-
tion state and hence decreasing entropy. This idea
can also be found in early studies.79b,c However,
Galwey criticized the theory with various arguments,
and his biggest objection was that the theory might
be too simple to describe the complex catalytic
reactions.80a Though Conner80b disputed Galwey’s
objections by pointing out that the compensation was
not unique to catalysis, his theory remained barely
accepted. As argued, in the compensation effect the
values of the enthalpy usually extend over far too
wide a range so that the simple monotonic relation-
ship between the two-body interaction energy and
entropy is not able to account for the general large
linear compensation.81a

Recently, Rooney et al.81 proposed that the total
reaction on the catalysts could be described by the
following equation

where ΠK is a multiple or quotient of the individual
equilibrium constants for all the sequences of steps
preceding the activation step (such as chemisorption,
complexation, etc.), kexp is the experimental rate
constant, and y is the transmission coefficient. If the
enthalpy and entropy corresponding to ΠK compen-
sate each other and they are much larger than the
activation enthalpy corresponding to Kq, the observed
compensation between the kinetic parameters is
caused not by the kinetics, but by the thermodynamic
compensation in the equilibriums of the reactants on
the catalysts prior to the activation or rate-determin-

k ) ∑ Ai exp(-Ei/RT) (58)

kexp ) y‚kT/h‚ΠK‚Kq (59)
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ing step. This theory has been used to explain the
isokinetic temperature,82a which, however, is not
quite evident because the compensation effect and
the isokinetic effect are not necessarily the same.

One problem of Rooney’s theory is that it is only a
formal description, which cannot explain why the
compensation occurs in a specific case.82b Neverthe-
less, more and more experimental results indicate
that the compensation effect observed in heteroge-
neous catalysis might be caused by the enthalpy-
entropy compensation in chemisorption.83 It has also
been concluded from computer simulations that84 (1)
the adsorbate-adsorbate interaction can alter the
adsorbate-substrate potential-energy surface and,
hence, alter the activation energy and preexponential
terms of the rate coefficient, (2) variations in the
distribution of local configurations of pairs of reactant
molecules as a function of temperature and fractional
surface coverage can be responsible for the experi-
mental compensation effect, and (3) the apparent
preexponential factor is calculated to vary by over
11 orders of magnitude based on a simple lattice-
gas model of surface reactions with pairwise-additive
adsorbate interactions. Apparently, the above simu-
lation results have well explained the compensation
in heterogeneous catalysis. It is also not difficult to
understand the results since they can be easily
explained with the generalized Grunwald theory of
compensation shown in section 4.4.3, in which the
system of compensation can be any mixture (not
necessarily being a solution) of species with distin-
guishable subspecies. As mentioned by Grunwald, a
reorganization of adsorbate molecules among distin-
guishable adsorption sites on the surface might be
the molecular mechanism of the compensation in
surface chemistry.85a Kreuzer and March also held
this viewpoint. In their words, “all that one needs to
invoke in this latter case is that adsorbed molecules
perturb the atomic mesh of the surface”.85a

In summary, the compensation observed in het-
erogeneous catalysis can be the result of misuse of
the kinetic model or the result of adsorption ther-
modynamics. It is more likely a many-particle effect
rather than a simple single- or several-particle one.

4.3.6. Other Theories

In addition to the above theories, there are still a
number of theories of enthalpy-entropy compensa-
tion which, however, cannot be put into any of the
above categories. Some of them are based on general
considerations and are reviewed below. On the other
hand, the others usually rely heavily on the details
of the interactions involved in the system under
investigation86 and, hence, are neither generally
applicable nor of wide interest. Therefore, they are
not discussed here.

In 1974, Melander87 proposed a macroscopic model
of enthalpy-entropy compensation. A simple system
was considered in which only an ionic interaction was
operative and hence the Coulombic product decided
the total energy of the system. Assuming that the
dielectric constant ε of water has the form ε ) A +
BT + CT2 + DT3, the author calculated the enthalpy
and entropy of the system. It was shown that over

the temperature range of 0-30 °C, the entropy
compensated for the enthalpy dramatically. Thus, the
thermal dependence of the dielectric constant was
concluded to cause the compensation. Unfortunately,
though this theory may be correct under the condition
that the author described, the fact that it was based
on many unrealistic assumptions (ionic mechanism,
temperature dependence of ε, and no reaction series)
made it unable to explain the compensation in
general. Furthermore, Simeon and Ivicic88 proved in
their study that the compensation could not be
predicted by the crude electrostatic theory.

Interestingly, the viewpoint that electrostatic theo-
ries could explain the enthalpy-entropy compensa-
tion was also held by Likhtenshtein et al.89 In their
study, the free energy, enthalpy, and entropy were
written as ∆F ) A, ∆S ) AL, and ∆H ) A(1 + LT),
whereas A ) z1z2e2/rD and L ) -d ln D/dT. Obvi-
ously, this model is the same as that of Melander,
whose validity for compensation is questionable.
Despite this fact, one thing in the study is instructive.
From analyses of the enthalpy and entropy of gas-
phase reactions, it was concluded that in the vast
majority of cases systems had different values of
enthalpy while the variation in entropy was small.
This phenomenon shows why the general explanation
of compensation with simple models by Conner et al.
mentioned in section 4.4.4 is questionable.

In 1989, Boots and Bokx introduced an equivalent
formulation of the enthalpy-entropy compensation,
i.e., when the enthalpy-entropy compensation oc-
curs, ∆G can be defined as the product of a temper-
ature-dependent, system-independent factor and of
a temperature-independent, system-dependent fac-
tor.90 By relating ∆G to small variations in the one-
and many-body potentials, they proved that in the
similar systems having similar potential energies,
whether differences in one-body potentials or in
many-body potentials dominate can cause the en-
thalpy-entropy compensation. They also proved that
the combined effects of one-body and many-body
potential differences would not generally lead to the
enthalpy-entropy compensation. However, since it
is often difficult to determine whether combined
effects dominate in a process, the applicability of the
model is limited.

Another interesting explanation of enthalpy-
entropy compensation relates the compensation effect
to the phase transition. In 1986, Estrup et al.91a

pointed out that a compensation effect might follow
from the equality on the chemical potentials of two
phases at a transition. Recently, Gilbert concluded
that the enthalpy of fusion was compensated by the
entropy of fusion for over 700 organic compounds.91b

Basically this viewpoint is correct. However, consid-
ering the fact that in phase transitions the enthalpy
change ∆H and the entropy change ∆S are connected
via the phase-transition temperature T in the equa-
tion ∆S ) ∆H/T, the compensation in these cases
merely says that the phase-transition temperature
is roughly the same among the series.

4.3.7. Summary
A real compensation effect (i.e., statistically correct)

is not difficult to establish. An inappropriate or
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incomplete description of a kinetic model can cause
the compensation, which is obviously of little mean-
ing. The monotonic relationship between the energy
and entropy of the weakly bonded chemical systems
can also cause the compensation, which is applicable
to two-body weak associations. Compensation due to
the group additivity is straightforward but contains
little information. Finally, redistribution of distin-
guishable subspecies including solvent reorganization
and molar shift can cause large enthalpy-entropy
compensation, which is relevant to most observed
compensation phenomena.

4.4. Theories of Isokinetic and Isoequilibrium
Relationships

Since the isokinetic and isoequilibrium relationship
are not necessarily equivalent to the compensation
effect, the many theories of the enthalpy-entropy
relationship might not be used to explain the isoki-
netic (or isoequilibrium) relationship. In fact, any
theory that might explain the isokinetic (or isoequi-
librium) relationship must explicitly demonstrate
that there is a temperature at which all reactions in
the series will have the same rate (or equilibrium)
constant. However, few researchers have noticed this
fact, and hence, there are so far only a few theories
on the isokinetic and isoequilibrium relationship.

In 1929, Schwab et al.92a attributed the isokinetic
relationship to a thermal energy distribution of the
active centers at the preparation temperature, as-
suming that very active centers of low activation
energy are rare and that weak centers of high
activation energy are numerous. In this case, the
isokinetic temperature would be the preparation
temperature at which the catalysts reached thermal
surface equilibrium for the last time. This theory is
interesting, and initially a number of examples were
found supporting it. However, it was concluded later
from a more detailed analysis of the experimental
data that this explanation was not applicable in
general.92b

Since the 1980s, Linert and co-workers have done
a series of studies on the isokinetic and isoequilib-
rium relationship.93 They validated the two relation-
ships from analyses of experimental data, proposed
reasonable theoretical models, and found applications
of the two relationships. In brief, Linert’s theory of
the isokinetic relationship is based on Kramer’s
theory of rate constants. In the theory, the reactant
molecules are assumed to become activated through
their collisions with other molecules of the surround-
ing medium, which acts as a constant-temperature
“heat bath”. After a random walk over discrete energy
levels of the reactants, they reach the highest point
of the barrier, a point of no return. The crossing over
this barrier constitutes the chemical reaction rate.
Mathematically, this process can be expressed in the
following equation

In the equation, σl is the time-dependent density of
the reactants to the discrete level l, Plm is the
transition probability per collision for the transition
from level m to l (presumably, P0,-1 ) 0), Z is the
collision number, and Nlm

+ is the concentration of
heat bath molecules which have sufficient energy to
excite a molecule from a given level l to a higher level
m (m > l). N- is the concentration of heat-bath
molecules able to de-excite a reactant molecule from
m to l (m > l).

Suppose that the heat-bath molecules obey the
Boltzmann distribution, thus

where ∆E is the energy difference between two heat-
bath energy levels. Under this condition, the equi-
librium of the system can be represented by

Equation 60 can be rewritten in a differential equa-
tion by assuming l to be continuous

Here, g(l) is a source term for particles, so that a
steady-state solution (eq 64) of eq 63 can be obtained
under the condition of large barriers with a point of
no return at the energy barrier and connected with
a surrounding heat-bath.

Assuming that the energy barrier is much larger
than kT, eq 64 can be solved as

In the above equation, sN is the highest reactant
level (i.e., the point of no return). Thus, the under-
standing of isokinetic relationship becomes how to
express the quantum-mechanical transition prob-
ability PsN,sN-1.

According to Linert, an appropriate transition
probability for a vibrational-vibrational energy trans-
fer is

where a resonance condition of the form

is included, implying that energy is exchanged with
the highest probability at equal energies (m is the
number of the heat-bath level, v is the associated
frequency, $ and l are the respective parameters of

Nlm ) exp(∆E/kT)Nml (61)

dσl(t)
dt

) 0 (62)

∂σ(t)
∂t

) ∂

∂l
R(l)[∂σ

∂l
+ 1

kBT
h ∂

∂l
$(l)σ] + g(l) (63)

k ) φ(sN){∫0
sN dl‚exp(- h

RT∫0
l
$(l′′)dl′′) ×

∫0
sNdl′

exp 1
RT∫0

sN
$(l′′)dl′′

P(l′)
φ(l′)}-1
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k = A0(h$/kT)PsN,sN-1
exp(-sNh$/kT) (65)

Plm ) l exp($/ν) (66)

ν‚m ) $‚l (67)dσl(t)
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the reactant system). Thus, the rate constant can be
written as

Considering a series of reactions in which $ is the
only changeable parameter, the isokinetic relation-
ship can be expressed mathematically as

Thus, the isokinetic temperature is found to obey the
following relationship

where NL is Avogadro’s number and v the predomi-
nant active heat-bath frequency. In condensed phase,
it was suggested that 1/E is negligible compared to
1/NLhν and as a result

In short, based on two major approximations, i.e.,
the heat-bath activating reaction rate theory and the
vibrational-vibrational energy exchange mechanism,
a temperature can be found at which all reactions in
a series exhibit the same reaction rate. This temper-
ature is only dependent on the predominant active
heat-bath frequency. In other words, the theory
indicates that the isokinetic relationship might stem
from the environmental molecules interacting with
the reactants, which force the reaction to proceed in
accordance with their own energy distribution and
exchange mechanism. Under this condition, the rate
of the reaction is determined mainly by the environ-
mental molecules and not by the interaction between
the reactants themselves. Obviously, the theory can
explain the isokinetic effect found in the cases where
a series of reactions with different reactants occur
on the same solid support or in the same liquid
solution. In addition, since any equilibrium reaction
can be expressed as a net effect of a forward reaction
and a reverse reaction, the isoequilibrium effect can
be understood as a special case of the isokinetic
relationship.

Another interesting theory of isokinetic relation-
ship was given by Larsson and co-workers.94 Accord-
ing to the theory, the catalyst system and the
reactant molecule vibrate at the frequency of ω and
υ, respectively. The coupling force between them is
defined as F(t). Thus, the equation of motion on the
basis of classical physics is

in which τ is the relaxation time.
It is again assumed that the reactant molecules are

activated by the catalyst and the energy transfer per
unit of time P can be obtained from eq 72.

In eq 73, Pres is the energy transfer rate at resonance,
i.e., when ω ) υ. Defining the quality factor Q as Q
) ντ, we can formulate the efficiency of energy
transfer R (defined as R ) P/Pres) as

The above equation is applicable to any specified
set of v, ν, and τ. However, usually the whole reaction
system is not homogeneous. Thus, to correctly ex-
press the total efficiency of energy transfer S we have
to sum all the R-terms

Consider that the reactant molecules vibrate at
different energy levels and the vibration potential is
anharmonic (i.e., νi * νi+1). Obviously eq 75 is valid
for every vibrational level. Thus, the total energy
transfer efficiency to promote the reaction, which can
be represented by the multiplication of the energy
transfer efficiency at every vibrational level up to the
level of no return, is described in the following
equation

Larsson assumed that the preexponential factor A
could be expressed as the following equation

where Z is a nonenergy-related coefficient. Thus

Supposing that the all the νi are approximately of
the same magnitude and that the energy difference
between two consecutive vibrational levels is ∆Ei )
hcνi, we can simplify eq 78 into

Since N∑∆Ei - E (N is the Avogadro’s number), we
get

Here, Θ ) (Nhc/R)‚[(ν2 - ω2)/ω]‚1/{(π/2 - arctg[νω/
2(ν2 - ω2)]} is the isokinetic temperature. If ω ) υ,
the isokinetic temperature can be simplified as Θ )
Nhcν/2R.

k ) A0sN(h$/kBTexp)
2 exp[-sN($/ν - h$/kBTexp)]
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d2x/dt2 + 1/τdx/dt + ν2x ) F(t)/M (72)
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ln k ) ln Z + E/R(1/Θ - 1/T) (80)
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Interestingly, the above theory is similar with that
of Linert. The only difference is that Linert put the
emphasis on the vibration of the heat bath (the
catalyst) while Larsson put the emphasis on the
vibration of the reactant molecules. According to
Linert’s theory, one heat bath should show a single
isokinetic temperature irrespective of the reactants.
However, from Larsson’s model, the reactions of the
molecules with the similar vibration frequency (or
more specifically the breaking of the same type of
chemical bond) should exhibit the isokinetic effect.
Although both authors have found concrete experi-
mental evidences for their theories, it remains un-
clear which theory is more generally applicable.

In summary, any theory of the isokinetic effect
must be able to explain why at a certain temperature
all the reactions in a series exhibit the same rate
constant. Two mechanisms are especially appealing,
i.e., the catalyst-dominating one and the reactant-
dominating one. In the former mechanism, the iso-
kinetic temperature is determined by the vibration
frequency of the catalyst, which is invariable for
different reactant molecules. In the latter mecha-
nism, the isokinetic temperature is determined by
the vibration frequency of a specific chemical bond,
which is roughly the same for different substituent
groups.

5. Applications and Relations with Other
Concepts

Enthalpy-entropy compensation, the isokinetic
relationship, and the isoequilibrium relationship,
fundamentally important as they are, have found a
number of applications in many fields. Also, a num-
ber of chemical concepts relevant to them have been
developed. Herein, we summarize those that are most
relevant to the understanding of the three extrath-
ermodynamic relationships.

5.1. Isoselective Relationship

The temperature dependence of the reaction selec-
tivity is an interesting topic, though it has drawn
relatively little attention. In the 1970s, Giese studied
the competition experiments in which a series of
compounds Xi reacted with two reagents Y1 and Y2.
The reaction rates of each Xi with Y1 and Y2 were
defined as ki,1 and ki,2, and it was found that the plot
of log(ki,1/ki,2) against 1/T for each Xi was a straight
line. Interestingly, it turned out that the straight
lines for several compounds in the series often cross
at a single value of 1/Tis. The temperature was called
the isoselective temperature, and the behavior was
defined as an isoselective relationship.95

Mathematically, the isoselective relationship can
be described with the following equation

According to the Eyring equation, the following
equation also holds

Then we have

Thus, the isoselective relationship can be built up by
two isokinetic reaction series.96 However, the expla-
nation of the isoselective relationship from the first
principle remains unclear.

5.2. Isoinversion Principle
Consider the reactions in which a pair of diaster-

eomers is produced. The quantity P is defined as the
ratio of the experimental rate constants for the
formation of these diastereomers or the ratio of the
diastereomers produced in the reaction. Plots of ln P
versus the inverse of the absolute temperature (1/T)
are normally linear, and the difference between the
enthalpies (∆∆Hq) or entropies (∆∆Sq) of activation
of the reactions leading to the two diastereomers can
be calculated from the plots.

In 1989 Buschmann et al.97 found that some plots
of ln P vs 1/T had maxima, and the temperature
corresponding to the maximum was named the
inversion temperature, Tinv. Two sets of parameters
of activation could be calculated from the plot for each
system, namely, ∆∆H1

q and ∆∆S1
q for the high-

temperature range (T > Tinv), and ∆∆H2
q and ∆∆S2

q

for the low-temperature range (T < Tinv). Defining
δ∆∆Hq as the difference between ∆∆H1

q and ∆∆H2
q

and δ∆∆Sq as the difference between ∆∆S1
q and

∆∆S2
q, Buschmann et al. found that plots of δ∆∆Hq

vs δ∆∆Sq were linear. This linear relationship was
called the principle of isoinversion, and the slope of
the regression was defined as the isoinversion tem-
perature. Thus, it seems that the isoinversion prin-
ciple has certain relation with the enthalpy-entropy
compensation.

Initially, the isoinversion principle was explained
as the result of a temperature-dependent change in
the mechanism of the reactions, and it has been used
for both the optimization of selectivities and ration-
alization of reaction mechanisms in a number of
stereoselective, regioselective, or chemoselective reac-
tions.98,99 However, in a recent calculation by Hale
and Ridd100 on model systems with two potentially
rate-determining steps on a single reaction pathway,
it was concluded that the maximum in the plot of ln
P vs1/T did not necessarily imply that the values of
∆∆Hq for the two possible rate-determining steps
were of opposite sign. Therefore, an abrupt change
in the rate-determining step is not necessary in
producing the isoinversion effect. Interestingly, it was
concluded that the calculated δ∆∆Hq and δ∆∆Sq had
no simple physical meaning, and hence, the isoin-
version relationship involving these quantities was
not a conventional enthalpy-entropy relationship.

5.3. Enthalpy and Entropy Convergence
Protein unfolding is an interesting topic. In 1979,

Privalov first reported that the enthalpy (∆Hun) and

δ log
ki,1

ki,2
) 0 (81)
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entropy (∆Sun) of the unfolding of different proteins
phenomenon converged at some characteristic tem-
perature around 100 °C when normalized with re-
spect to the number of amino acid residues in the
proteins.101 This intriguing behavior has been care-
fully reexamined in many following studies, but it
still remains controversial to some extent.

Theoretical explanations for the behavior have
been provided. The possible origins of the behavior
were proposed to be (1) hydrophobic interaction,102

(2) the linear correlations of ∆Hun and ∆Sun with a
temperature-independent molecular property,103 (3)
protein evolution,104 (4) nonpolar and peptide back-
bone hydration,105 and (5) solvation effect.106 How-
ever, firm conclusions have not been reached.

Recently, we studied the enthalpy-entropy com-
pensation in protein unfolding.107 It was shown that
while at 298 K excellent enthalpy-entropy compen-
sation occurred, at the enthalpy and entropy conver-
gence temperature (around 383 K) the correlation
between the enthalpy and entropy changes became
very poor. The same observation was also reported
in a recent study.108 It suggested that hydration was
the primary cause for both the compensation and the
convergence phenomenon observed in protein unfold-
ing. On the basis of Grunwald’s theory of enthalpy-
entropy compensation, we developed a model for the
thermodynamics of protein unfolding and suggested
that the convergence temperature was the one at
which the enthalpy and entropy due to solvent
reorganization became zero.

5.4. Nonlinear Enthalpy−Entropy Compensation
As the mechanism of compensation effect has been

unclear for many years, many authors questioned
why the compensation plot should always be linear.
As a result, the concept of nonlinear compensation
relationship appeared.

In 1975, Good et al.109 proposed a “more general”
approach to analyze the compensation relationship.
Criticizing the previous methods such as plotting log
k1 vs log k2 or plotting E vs log A, they argued that
the compensation plot should be established in four
steps. (i) Rank the members of the series of reactions
according to ascending values of a physical charac-
teristic ø such as concentration, atomic number, etc.
(ii) Plot points in the log k1 vs ø and log k1 vs ø planes.
(iii) Fit smooth curves through the points in each of
the two planes. (iv) Plot both the actual and fitted
points in the log k1 vs log k2 and in the E vs log A
planes and hence the fitted curves.

In short, the compensation relationship should be
defined by a curve fitted through the datum points
consecutively according to certain monotonic physi-
cochemical characteristic of the series.

The above method has been used in several stud-
ies,110 and usually the compensation curve was found
to be nonlinear. However, it should be pointed out
that although the linear compensation might only be
an approximation, the use of nonlinear model on such
a relationship is even more dangerous. First, the
compensation can be badly complicated by the ex-
perimental errors, and hence, the statistical validity
of a nonlinear model should be carefully examined

before being used. Second, when the number of data
points is small, the validity of any nonlinear regres-
sion is certainly more questionable than that of a
linear one because the former has more unknown
parameters. On the other hand, when the number of
data points is large, the nonlinear compensation
relationship usually becomes a too complicated curve
to deserve any theoretical explanation. In short,
though nonlinear compensation is interesting, cau-
tious examination should be done before any conclu-
sion can be generated.

In addition to the nonlinear compensation, some
authors have mentioned the anticompensation.111 In
that case, the slope of the enthalpy-entropy plot is
the reverse of that in the normal compensation so
that the enthalpy and entropy reinforce each other
producing a larger net free energy. This behavior is
very intriguing, but no theory has been proposed to
explain it.

5.5. Applications
Since the compensation effect and the isokinetic (or

isoequilibrium) effect remain theoretically enigmatic
to many researchers, the applications of these em-
pirical relationships were questioned from the begin-
ning112 and even sometimes criticized as being “theo-
retical sterile”.113 However, many scientists still try
to apply these relationships to chemistry. These
studies were usually interesting, informative, and
sometimes important because they promoted further
studies to understand the three relationships.

The first and most important application of the
compensation effect and the isokinetic (or isoequi-
librium) effect was based on the inference that such
behaviors constitute evidence for a dominant mech-
anism throughout the correlated series. To date, a
number of papers have been proposed in which single
or multiple mechanisms were operative for different
systems based on this point of view.114 However, as
the several reasonable theories on the compensation
effect do not show any mechanism relation among
the reaction series, the argument based on the
compensation relationship is questionable. In fact,
the analysis of the reaction mechanism and the
structure-activity relationship is often not eased but
complicated or obfuscated by the observed enthalpy-
entropy compensation.115 On the other hand, if the
isokinetic (or isoequilibrium) relationship is valid, it
is possibly true that only one mechanism is opera-
tive.116 Nevertheless, since the theory of the isokinetic
relationship remains unclear, it is still advisable to
be cautious in drawing such conclusions.

In 1977, Ranganathan et al. reported application
of the compensation effect to the chemistry of cata-
lysts.117 They showed that the compensation effect
could be used to differentiate the effects of surface
properties (e.g., surface area, pore volume, and
particle size) and bulk properties (e.g., heat of forma-
tion of catalyst oxides and latent heat of sublimation
which characterize the catalyst) in evaluating cata-
lysts. They found that the bulk properties of catalysts
could be correlated with ln kiso, while catalysts having
similar bulk properties but having different surface
properties exhibited the same ln kiso.
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In 1986, Feakins et al.118 used the compensation
principle in explaining the lowering of the viscosity
of water by the electrolytes. It was argued that
compensation between enthalpic and entropic con-
tributions from solute-induced structural changes
occurred in both the ground- and transition-state
solvents. Therefore, the viscosity could not be influ-
enced by changes in the structure of the solvent.
Instead, it was suggested that in aqueous solution,
the enhanced fluidity by the electrolytes stemmed
from ion-solvent bond making in the transition
state.

Another interesting application of the compensa-
tion law is to predict or estimate the thermodynamic
quantities based on the linear correlation between
enthalpy and entropy. In 1984, Tomlinson showed
that the compensation analysis could be a useful tool
for investigating biological and biochemical processes
of relevance to QSAR of drugs.119 Recently, Ruthven
et al.120 studied the adsorption thermodynamics of
linear paraffins. The correlations between the ad-
sorption energy and carbon number and between the
entropy and enthalpy of adsorption were found to be
a concise way to predict the adsorption behavior of
the higher paraffins. Also, this approach made it
possible to predict the heats of vaporization and heats
of adsorption of a large number of organic compounds
in a recent study by Goth et al.121 On the basis of a
combination of the enthalpy-entropy compensation
relationship and the linear free energy relationship,
Giering et al. quantitatively analyzed the ligand
effects and determined the values of stereoelectronic
parameters of phosphines.122 Interestingly, in a re-
cent ab initio study, the compensation between the
binding enthalpies and entropies was used to esti-
mate the entropy contributions to the free energies
for stacking and hydrogen bonding of nucleic acid
bases in aqueous solution.123

Furthermore, the compensation models were also
found useful in some less well-known fields such as
the cooperative relaxation kinetics in thermally
stimulated process,124a the sorption and browning of
garlic,125b etc.

6. Conclusions
Few concepts in chemistry have reached a state of

such confusion as the enthalpy-entropy compensa-
tion, the isokinetic relationship, and the isoequilib-
rium relationship. Because they are complicated with
so many artifacts and misunderstandings, many
scientists even warn that the exploitation of these
extrathermodynamic relationships is perhaps dan-
gerous.

As shown in the present review, the compensation
effect and the isokinetic (isoequilibrium) relationship
are not necessarily equivalent. The compensation
effect thus defined should only mean that there is a
linear relationship between the logarithm of the
preexponential factors and the activation energies,
between the enthalpies and entropies of activation,
or between the enthalpy and entropy changes of a
series of similar reactions. On the other hand, the
isokinetic (or isoequilibrium) effect should be defined
only by the existence of a common intersection point

of Arrhenius (or van’t Hoff) lines describing the
kinetics (or thermodynamics) of the reaction series.

Statistical examination is necessary in establishing
any of the three relationships, because the experi-
mental errors can lead to an apparent correlation.
The simplest method to examine the validity of the
compensation is to draw the error bars or confidence
regions in the compensation plot. On the other hand,
to test the isokinetic (or isoequilibrium) relationship,
putting all of the Arrhenius (or van’t Hoff) lines
describing the kinetics (or thermodynamics) of the
reaction series in one plot is necessary.

Relatively, the compensation effect can be well
understood at the present stage. The misuse of the
kinetic model can lead to compensation, which is of
little importance. The monotonic relationship be-
tween the binding energy and binding entropy is a
kind of compensation which, however, is not gener-
ally applicable. For the often-observed large compen-
sation effects, especially those involving solution or
biomolecules, redistribution of the energy-distin-
guishable subspecies is most likely the physical
origin. Usually two forms of redistributions play the
major roles, i.e., the solvent recognition and the molar
shift.

On the other hand, the theory of an isokinetic (or
isoequilibrium) relationship is not evident enough.
Though it is established that the isokinetic (or
isoequilibrium) relationship is a result of certain
energy resonance between the reacting molecules and
their environments, the detailed mechanism requires
further investigation.
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